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**Avaliando técnicas de “*Word Embedding*” em apresentações do TED**

1. **Introdução**

“*Word embedding*” é o nome de um conjunto de técnicas em Processamento de Linguagem Natural (PLN) onde palavras de um vocabulário são mapeadas em vetores de números reais.

Em linguística, “*word embedding*” é estudado na área conhecida como Semântica Distribucional que tenta categorizar e quantificar similaridades entre as palavras considerando a distribuição de ocorrências das palavras em grandes conjuntos de dados.

Existem diferentes estratégias para essas técnicas, por exemplo, modelos baseados em predição e outros baseados em contagem [5]. Algumas das técnicas mais populares atualmente são Word2Vec [2], GloVe [3] e FastText [4].

O algoritmo Word2Vec é o mais popular para a computação de *embeddings*. Ele representa cada palavra como um vetor onde as relações entre as palavras podem ser obtidas a partir de operações entre esses vetores.

A técnica GloVe, que é baseada em contagem, trata cada palavra de um corpus como uma entidade atômica e gera um vetor para cada palavra. Nesse sentido, GloVe é parecido com Word2Vec, uma vez que ambos tratam palavras como a menor unidade para treinar.

Por fim, a técnica FastText trata cada palavra como uma composição de ngrams. Assim, o vetor para uma palavra é feito a partir da soma desses ngrams.

1. **Proposta**

A proposta desse trabalho é aplicar as técnicas de “*Word Embedding*“ Word2Vec, GloVe e FastText sobre uma base de dados de apresentações do TED [1] (2550 registros e 17 atributos) e realizar análises comparativas das diferentes estratégias para o problema de Modelagem de Tópicos [6] aplicado a recomendações.

Segue a lista de atividades previstas:

* Setembro: análise do *dataset* de apresentações do TED.
* Outubro: estudo e aplicação da técnica Word2Vec.
* Novembro: estudo e aplicação das técnicas GloVe e FastText.
* Dezembro: elaboração de relatório e apresentação final.
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